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Abstract

We have created a personal projected display called the Es-
critoire. Two projectors overlap to create a horizontal desk
display, and two pens allow two-handed input. We describe
the issues we encountered implementing this system and the
results of experiments with single users working on their
own and with pairs of users collaborating using separate
desks. Cheap portable projectors form a display that fills
the desk and also has a high-resolution region in front of
the user. The display works under normal office lighting
and front projection has not been a problem. Commod-
ity 3D video cards can easily perform the necessary im-
age warping, using planar homographies, to compensate
for rough projector positioning. We describe various im-
plementation issues with DirectX and OpenGL. Individual
users were quickly able to use the system, and the colour
and intensity mismatch between projectors was not a prob-
lem. For remote collaboration participants found an audio
channel and shared desk surface to be much more useful
than a video channel.

1. Introduction

The face of personal computing has remained largely un-
changed since it was defined by the Xerox Star on its re-
lease in 1979. It consists of a desktop computer with a
monitor for output, a mouse and a keyboard for input, and a
graphical interface that uses windows, icons, menus, and a
pointer. There are various problems with this model of the
human-computer interface, and various enhancements are
possible that are not supported by the conventional desk-
top metaphor. One problem is lack of space. The falling
prices and increasing quality of display devices, particu-
larly digital projectors, make large personal displays pos-
sible. These large displays require new styles of interac-
tion because simply putting the desktop metaphor on much
larger screen does not work [13]. Another problem is the
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Figure 1. The Escritoire is a personal projected display. (a)
Two overlapping projectors create a desk display on which
documents can be arranged. (b) Items can be moved from
the low-resolution to the high-resolution region to view them
in detail.

prevalent use of paper which the personal computer was
supposed to eliminate. People still use paper because it
has affordances that have not been superseded. An addi-
tion that would improve the interface is continuous input
with two hands, which has been proved to have manual and
cognitive benefits [9]. Another addition is the ability for
users to collaborate in real time. Seeing each others faces,
as in a standard video conference, is not particularly useful
in most tasks—users should be allowed to share the doc-
uments and data on which they are working, so those ma-
terials can ground their conversation and form a basis for
reviewing information and suggesting changes.

Predictions of the paperless office have not been forth-
coming, and people now use more paper than they ever did.
The DigitalDesk [15], and other systems after it, attempted
to address this issue and some of the problems above by tak-
ing the view that peoples’ desks will always be covered in
paper and by augmenting sheets of real paper with projected
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Figure 2. A shelf above the desk holds a projector that cre-
ates a small high-resolution fovea in front of the user. The
projector behind the desk creates a large low-resolution pe-
riphery.

graphics to give them some computational properties. With
the work described here we have taken the opposite route—
simulating the properties of paper in a wholly computerized
interface. Documents are increasingly becoming available
in electronic form, but before paper is replaced as a medium
for reading and annotating documents the infrastructure for
storing and delivering electronic documents must be com-
plemented by a suitable user interface. The hardware of
tablet computers will be useful for mobile users, but for
fixed settings such as homes or offices the full versatility of
a desk-sized display can be exploited. An interface based on
virtual paper rather than augmented paper has many advan-
tages, such as the computer’s complete knowledge and con-
trol of the contents of the desk, and support for distributed
collaboration in which the users can interact with a docu-
ment in the same way irrespective of where it is physically
stored.

The Escritoire [2] is a personal projected display that al-
lows documents to be perused and manipulated like phys-
ical documents on a real desk (Figure 1). This paper de-
scribes lessons that have been learned during the imple-
mentation and use of this system that will be applicable to
other projected displays and to projector-camera systems,
although we do not use computer vision to calibrate the dis-
play of the Escritoire. The system has a large horizontal dis-
play where one projector fills the entire area while another
provides high resolution in the region just in front of the
user. The projected graphics are warped by commodity 3D
video hardware to compensate for the distorting effects of
oblique projection and imprecise projector positioning. The
projection surface is a large digitizing tablet with a cord-
less pen, and this is combined with an ultrasonic pen to al-
low two-handed input. The sheets of virtual paper on the
desk mimic physical paper, and can be arranged and anno-
tated with the two pens. Interaction is possible between two
users with desk displays in different locations because the

system is split into client and server programs and multiple
clients can connect to a single server. Two instances of the
Escritoire hardware have been assembled, at the Computer
Laboratory in Cambridge, and at Thales Research and Tech-
nology who funded this work. The system uses TCP sock-
ets to allow users to collaborate over any IP network. The
details of the protocol are outside the scope of this paper,
as are the precise features of the user interface. This paper
covers the physical arrangement of the hardware, the use of
video hardware to warp and align the projected graphics, an
experiment on how individual users found the system, and
finally an experiment on using the system for distributed
collaboration.

2. Projected Display

Projectors have been tiled to make multi-projector display
walls [8] but these are expensive installations intended as vi-
sualization facilities to be shared among groups of people.
Typically a high speed network links a cluster of compute
nodes that perform a simulation, and the results are sent to a
cluster of rendering nodes that send their video output to the
projectors. In contrast, the Escritoire is a projected display
system for a single user that is intended to replace a normal
workstation—it is a personal projected display [1]. A single
PC with a dual-head graphics card drives two portable pro-
jectors that are mounted above and below the desk which is
a large digitizer. The complete hardware arrangement costs
less than 10,000 euros.

Because the Escritoire has a horizontal display it lends it-
self to a different type of work than a wall display. On a wall
the user can make small changes then step back to view the
whole surface or let onlookers view the changes, as would
occur during a presentation. Sitting at the desk display the
user can perform detailed work as he would on a normal
desk with physical sheets of paper. The cost and complex-
ity of the desk display must be balanced with the need for
high resolution to perform detailed work. This is achieved
by using one projector to fill the A0-sized desk with a low-
resolution periphery, then using a second projector to cre-
ate an A3-sized fovea—a region in front of the user where
high resolution is needed most. Baudisch et al. [3] have
also explored the idea of combining a high resolution focal
region with a lower resolution periphery, by combining an
LCD screen with a digital projector. However, they use a
vertical surface that displays a conventional interface with
a keyboard and mouse for input, and they do no graphics
warping which means that calibration is purely mechanical
and manual, orthogonal projection must be used, and the
user must be positioned to avoid obscuring the optical path
for the peripheral projection. Figure 2 shows the arrange-
ment of the Escritoire’s projectors. One is placed on a shelf
above the desk to get it as close to the desk surface as pos-



sible. The other is hidden behind the desk, and its image is
reflected in a mirror on the bottom of the shelf.

For the fovea, image quality is paramount so a front-
silvered mirror is used to reflect its image down onto the
desk. The quality of the periphery is not so important so a
standard, cheaper, back-silvered mirror is used. The fovea
is brighter because its light is spread over a smaller area. It
has higher resolution in pixels per millimetre for the same
reason. Since the two regions have different resolutions the
sheets of virtual paper must be prepared at different resolu-
tions. To avoid artifacts in the fovea these sheets are stored
at the fovea resolution so scaling is only necessary when
preparing the image to display in the periphery. The dif-
ferences between the two display regions are summarized
below.

Fovea Periphery
display size small large
light intensity high low
display resolution high low
mirror front-silvered back-silvered
graphics scaling no yes

Two-handed input is achieved by combining two devices
that do not interfere with each other: a large electromag-
netic digitizer, and an ultrasonically tracked pen that was
designed to be attached to a whiteboard. By analogy with
the differences between fovea and periphery for the visual
output, the pen input devices have been chosen to give dif-
ferent qualities to the user’s two hands. The digitizer pen in
the dominant hand is for precise tasks like writing. It has
a button in the nib that senses when it is pushed down onto
the surface, and two on the shaft that are pressed with the
fingers. The ultrasonic pen in the non-dominant hand has
lower accuracy and only one button, and is used to move
items around on the desk. The differences between the two
pens are summarized below.

Dominant Non-dominant
resolution high low
cost high low
buttons 3 1
grip of pen sleek chunky

The second instance of the Escritoire hardware, which
was constructed at Thales Research and Technology, uses
two Sanyo PLC-XW20A projectors which supply 1100 lu-
mens, have 150 watt lamps, and draw 250 watts in total.
The official minimum throw distance for these projectors
is 1.43 metres which is too far, even at minimum zoom, to
get an image small enough for an A3-sized fovea. How-
ever, we have found that a distance of around 0.8 metres is
possible—projectors can generally focus on surfaces signif-
icantly closer than the distances for which they have been

designed. For the second instance of the Escritoire hard-
ware, rather than reflecting the top projector’s image down
onto the desk using a front-silvered mirror we mounted
the projector at a sharp angle so it points directly onto the
desk. Although this violates the instructions that state that
it should not be placed at an angle of more than 10 degrees,
we have not noticed any problem in practice.

Projectors generate lots of heat. The room where the
Sanyo projectors were used, which is 2.5×5 metres, was
warmed considerably by them, requiring the windows to be
opened after about an hour. For long-term use, ducts could
be used to channel heat away from rooms whose air condi-
tioning cannot cope [4]. The projected desk display can be
used under normal office lighting, although, as with conven-
tional monitors, direct sunlight should be avoided. The use
of front projection rather than rear projection has not been a
problem. Projected imagery does appear on a user’s hands
when they are moved over the desk surface but this has
never been significant. The use of oblique projection from
behind the desk allows the user to lean over to get a better
look without occluding the projected image (Figure 3), thus
avoiding a common drawback with front-projection.

3. Graphics

Precise mechanical positioning and periodic adjustment of
the projectors and display surfaces would be prohibitive for
a general purpose, personal display. Instead the graphics are
warped in real time using commodity 3D video hardware
to compensate for the distorting effects of oblique projec-
tion. The user selects some projected targets in the fovea
and periphery using the digitizer pen which has an accuracy
of ±0.25mm, and these are used to calculate a planar ho-
mography from each projector to the co-ordinate space of
the digitizer. Sukthankar et al. [12] have used a computer
vision technique to obtain the necessary homography au-

Figure 3. Oblique projection allows the user to lean forward
without obscuring the projected image.
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Figure 4. The 2D co-ordinate spaces of the projectors,
desk, and pen input devices must be considered. Cali-
bration involves computing planar homographies between
these spaces that will allow a point in one to be transformed
to a point in any of the others.

tomatically, but in our case manual intervention cannot be
avoided altogether because it is necessary to calibrate the
ultrasonic pen. At least four points are necessary for each
projector—we use nine and calculate a least-squares solu-
tion. Calibration takes about one minute and only needs
to be repeated when the hardware is moved. Various co-
ordinate spaces must be considered: the two images to be
displayed which are prepared in textures on the video card,
the framebuffers corresponding to the two projectors, the
physical surface of the desk, and the co-ordinate spaces of
the two pen input devices. The two-dimensional projec-
tive spaces are linked together in a tree (Figure 4) where
the transitions are accomplished via planar homographies
that are measured during calibration. This is related to the
method of using a homography tree to calibrate a multi-
projector display wall [5].

The warp applied to the projected image is a projective
mapping. This corresponds to a pin-hole model for the pro-
jector, and experimentally we have found it is a good match
for the distortion experienced by the projected image, and
is better than the bivariate quadratic mapping that was used
for the DigitalDesk [15].

To avoid projecting on the fovea region twice it is
blanked in the periphery framebuffer by transforming the
fovea texture to the periphery framebuffer using the tree in
Figure 4, then filling that area with a black quadrilateral.

The functionality of modern video cards is usually ac-
cessed through DirectX [6] or OpenGL [16]. Using 3D
hardware to warp 2D textures requires some care. The large
memories on modern video cards are ample for storing im-
ages in textures, but there are still limits on texture sizes
because manufacturers expect the programmer to use many
small textures rather than one or two big ones. Current lim-
its are typically 512, 1024, or 2048 pixels square, and di-
mensions must be powers of two. We have used 1024×1024
textures for 1024×768 projectors. The warped quadrilat-

eral can be drawn as two triangles. To avoid triangles being
omitted during back-face culling the triangle vertices should
be specified in the correct order, or back-face culling should
be disabled.

Figure 5. (a) The rectangular image should be warped using
a projective mapping. (b) Incorrect homogeneous values for
the vertices will result in an obviously incorrect warp. (c)
Out-of-range texture co-ordinates will result in the left side
of the texture wrapping onto the right side.

In the days before modern video hardware it would have
been necessary to divide the quadrilateral into an array
of smaller pieces and apply an affine warp to each one.
This is what researchers on the Tele-Graffiti project did re-
cently [14], but it would have been better to warp the im-
age using perspective texture mapping and homogeneous
co-ordinates as described here. When the x and y screen
co-ordinates of a triangle vertex are calculated, the homo-
geneous w co-ordinate should also be calculated and used
because although it does not affect the position of the ver-
tex on the screen it does affect the texture mapping (Figure
5(b) ). Negative w values may cause a problem because they
would not normally occur in the rendering of a 3D scene. If
they actually occur, the homography matrix can be multi-
plied by -1 to avoid them without changing the mapping
that the homography represents. Each vertex on the screen
also has u and v texture co-ordinates that specify which part
of the texture is used. They should be in the range 0.0 to
0.999—because textures are often tiled the co-ordinates are
taken modulo 1, so a value of 1.0 refers to the same posi-
tion on the texture as 0.0. Figure 5(c) shows the left edge
of a texture wrapping onto the right edge. The scale factor
between texture and screen should be in the range 0.5 to 2.0
because otherwise bilinear interpolation does not produce
a good result—either pixels in the texture will be omitted
from the calculations (Figure 6(a) ), or the resolution of the
projector will be wasted because the texture has insufficient
resolution to utilize it (Figure 6(b) ).

Direct3D, the part of DirectX that exploits 3D video
hardware, offers immediate-mode rendering for simple sets
of primitives and retained-mode rendering for managing
complex scenes. Since the geometric model of our scene
is extremely simple, immediate mode is best. We have used
flat shading to avoid unwanted lighting effects, enabled tex-
ture perspective to ensure that the w co-ordinates are used
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Figure 6. The scale factor from texture to screen should
be between 0.5 and 2.0. (a) If the texture has too many
pixels, some of them will be omitted. (b) If the texture has
too few pixels, the resolution of the projector will not be fully
exploited.

as described above, and have drawn the warped quadrilat-
erals by making triangle fans from the sets of four vertices.
A clipper object for each display handles the case when a
triangle protrudes over the edge of the screen.

OpenGL is like the immediate-mode part of Direct3D.
It projects simple primitives from 3D to a 2D screen, then
renders them. If one imagines the texture to be in a plane
where z = 0, the 3×3 planar homography matrix to map
from texture to screen can be placed in a 4×4 projection
matrix which can be pushed onto OpenGL’s matrix stack.
The rectangular texture can be drawn as a quadrilateral us-
ing the GL QUADS primitive.

Drawing even large polygons with large textures is fast
with current hardware. To draw a 1024×1024 texture so
that it fills most of a 1024×768 screen and therefore has
about 750,000 pixels takes 0.15 to 0.45ms on the Matrox
Millennium G400 cards that we have used. The hardware
is designed to draw polygons quickly and texture map them
with static textures—updating the textures is not so fast. It
takes 4-10ms to update an entire 1024×1024 texture on the
AGP cards we have used, and about 3 times that for the PCI
cards. When moving a 640×480 image across the desk our
original system based on a 900 Mhz PC with 256 MB of
RAM can update the two-projector display at 30 frames per
second. That system uses separate AGP and PCI cards for
the two projectors due to previous limitations in Direct3D,
but this is no longer necessary. To minimize texture update
times, is has been necessary to use update regions to ensure
that only the parts of a texture that will change are replaced.

4. Single User
The desk surface of the Escritoire allows sheets of virtual
paper generated from PDF documents and images to be ar-
ranged, put in piles, and annotated. The annotations are
written to the original files so they can be reviewed off-line.
Figure 7 shows a user annotating some images. We have
implemented three options for pen cursors that are shown

in Figure 8. We have used the two Escritoire systems that
we have assembled at two different sites for demonstrations,
and issues about the user interface have subsequently arisen.
For instance, people cannot drag with the digitizer pen with-
out engaging the nib button, so we modified the code to
cause only one button press to be reported at a time—the
button that was pressed first is used and later presses are
discarded. We also explicitly tested the interface in two ex-
periments: one with single users described in this section,
and the one with two users interacting over a network de-
scribed in the next section.

Figure 7. Some images have been placed on the desk, and
the user is annotating one of them.

Figure 8. We have implemented three cursor options for the
pens: (a) no cursor, (b) cross hairs, or (c) traces.

Seven people who had not used the Escritoire before per-
formed some tasks with the system, then they were asked
some questions about it. Each participant was first shown
how to use the two pens to move and annotate items on the
desk. The participant then performed two tasks. The first
task was to highlight the spelling mistakes in a set of four
textual documents, where each document was a single page
and contained one mistake (Figure 9). This task was per-
formed three times, once for each type of cursor. The order
in which the cursor options were used was varied among the
participants.

The second task was to put a set of 15 images of animals,



buildings, and flowers from a stock photography library into
three piles depending on their content (Figure 10). We say
that the pile in the figure has a south-east direction because
of the direction along which the images are arranged from
front to back. There are three other directions, so the task
was performed four times, once for each direction. The pil-
ing feature is similar to the pile metaphor developed by Ap-
ple [11]

Figure 9. The first task for the individual users was to (a)
inspect some pages of text one at a time and (b) highlight
the spelling mistake in each one.

After finishing the tasks, participants were asked which
type of cursor they preferred, and were asked for comments
about the cursor types. They were asked which pile direc-
tion they preferred and for comments about the piles. Fi-
nally they were asked for comments about the two pens,
and about the system generally. The whole experiment took
30 to 40 minutes for each participant.

All participants took only a few minutes of instruction to
be able to use the desk display with two pens. One person
was split between preference for no cursor and preference
for the cross cursor, which made the totals: none 5.5, cross
1.5, trace 0. Responses did not indicate that one pile di-
rection was much better than the others, with 4 participants
expressing no preference. A pile splits open automatically
when the pen moves over it to allow the user to browse
through its contents. This caused some confusion because
items moved around spontaneously. The digitizer pen is ef-
fective up to 25 mm from the surface, so the a pile could
be affected even if the user was just passing his hand over
the desk without intending to cause any reaction. We mod-
ified the software to use proximity events from the digitizer
to cause a pile to return to its default state when the pen is
moved away from the desk.

The pens work best when they are held perpendicular to
the surface, although this is unnatural for most people. As
the pen is tilted the reported location changes, although this
is not a problem if the person who is using the desk is the
one who calibrated it. It may be a problem if over time the
user varies the angle at which the pen is held. To get events
from the ultrasonic pen we used a program that comes with
the hardware to make the pen emulate the mouse, and pro-
cessed the mouse events that were subsequently generated.
A problem that arose with this approach is that the program

Figure 10. The second task for the individual users was to
put images into piles based on their content. We have ex-
perimented with four directions for arranging the items in a
pile, including the direction shown here.

interpreted the pen dwelling in a small area for more than
about 0.5 seconds as a mouse click rather than the start of
a drag. Some users instinctively pressed the pen on an item
and then held it there while they decided where to move the
item, but they had to be instructed to move the item imme-
diately after touching it. Initially the projected display fell
outside the active area of the digitizer and users were con-
fused when the pen stopped working as they moved an item
outside that area. Upon noticing this problem we recali-
brated the system to confine the display to the active area.

Users tended to lean on the desk so that it moved, caus-
ing the projected graphics to become misaligned. This ex-
periment was performed on a CalComp DrawingBoard IV
digitizer which has a white surface that is good for front
projection but which has rather feeble fixings. The other
digitizer we have used is a Summagrid V which is much
more sturdy and would have avoided this problem.

The differences in colour and intensity between fovea
and periphery are not a problem with the Escritoire’s desk
display. None of the users complained about them. This is
unlike multi-projector display walls where luminance and
chrominance matching are important to hide the seams be-
tween projectors [10].

5. Multiple Users

Two Escritoire desks can be linked over the Internet to allow
real-time collaboration on documents. We have used this
to augment the audio and video channels of a conventional
video conference. Rather than simply seeing each other’s
faces, the participants share textual and graphical informa-
tion which gives them a basis for conversation and allows
them to point and annotate while discussing the material.
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Figure 11. Pairs of users were given the task of collaborating
remotely using two linked Escritoire desks to pick the best
house from groups of houses. (a) Initially each user was
shown the 30 houses and was given some blank sheets on
which to make notes. (b) Each page contained a textual
description and a photograph of one house.

We performed an experiment with three pairs of partici-
pants. In each case one person was using an Escritoire sys-
tem in Cambridge, while another was using one at Thales in
Reading about 100 miles away. The participants were told
that the aim of the exercise was to find the best value house
out of a group of houses. Initially they worked separately.
A set of 30 sheets, each containing details and a picture of
one house, was shown to each participant, who was also
given some blank sheets of virtual paper on which to make
notes (Figure 11). The two desks were then connected and
10 of the original 30 houses were placed on the shared sur-
face. The pair of participants was set the task of working
together to find the best three houses in order. This task
was repeated three times, and each time a different one of
the cursor types from Figure 8 was used. One of the desks
was in the same room as the server and was connected to
it via a 100 Mbps LAN, while the other was connected to
it via the Internet which was available to the server com-
puter through an ADSL modem offering 256 kbps. Each set
of 10 houses took 20-30 minutes to discuss so each group
took around 1.5 hours for the collaborative part of the ex-
periment. Afterwards participants were asked which cursor
type they preferred, and were asked for comments on cur-
sors. They indicated their agreement on a five-point scale to
the statements ‘the audio channel was useful for the task’,
‘the video channel was useful for the task’, ‘the desk in-
teraction was useful for the task’, and ‘the amount of desk
space available aided the task’. They were asked whether
the difference in resolution and the difference in brightness
between fovea and periphery were a problem, and whether
the latency of the desk interaction was a problem. Finally
they were asked for general comments.

All participants were quickly able to use the desk for re-
mote collaboration without any training. One person was
split between preference for the cross cursor and the trace
which made the totals: none 0, cross 0.5, trace 5.5. The

direct nature of pointing at items with a pen means that in
the single user case it is obvious where the pen is pointing
so the cursor was just a hindrance, but in this collaborative
case one user can use the cross cursor to indicate locations
to the other user, and can use the trace to make gestures
to the other user. The trace also gives continuous feedback
that makes it easier to follow what the other user is doing.
Gutwin [7] has made various recommendations for imple-
menting traces like these and has also shown that they im-
prove communication between remote collaborators. Three
participants said the difference in resolution between fovea
and periphery was not a problem, and three said it was be-
cause text was unreadable outside the fovea and items had
to be moved to the fovea to use them. It would be nice
to have high resolution over the whole desk surface but we
have made a trade-off between the cost, size, and complex-
ity of the system and the number of pixels that it can dis-
play. All participants said the difference in brightness was
not a problem. One of them said he did not notice it, and
another said it was useful because it was an obvious cue to
the edge of the high resolution region. The system took a
few minutes to transfer all of the pixel data for the sheets
of virtual paper across the ADSL connection, but after this
initial burst the connection had ample capacity to carry the
Escritoire’s message data together with the video and audio
streams. Using the system through a server 100 miles away
feels the same as using a server in the same room so latency
was not a problem, but there were a few occasions when
the system hung for a few seconds, presumably because of
surges in network traffic.

6. Conclusion

The creation and testing of the Escritoire have shown that
a projected desk display can provide a large workspace
for manipulating documents, and for collaborating on them
with remote parties.

Two projectors can be connected to a commodity PC
and arranged in a normal office to provide the image sizes
required for the foveal display. Projective warping can
compensate for rough projector alignment. Use of front-
projection was not a problem. The difference in colour be-
tween the two projectors was not a problem, and the dif-
ference intensity, if anything, was helpful to delineate the
display regions. Higher resolution projectors would im-
prove the interface but current models are designed for dis-
playing video or making presentations—the high end of the
mass market provides XGA (1024×768) resolution. UXGA
(1600×1200) projectors would be better but they are very
expensive. Remote controlled focus and zoom would make
physical configuration easier but would increase the price
of the system.

Commodity 3D video cards can easily perform the warp-



ing required for oblique projection of even large images.
Care must be taken to avoid unnecessary time being spent
updating the texture. If the computer rendering the images
is geographically separated from the one that stores them,
transmission should be optimized and large updates should
be avoided when human interaction is occurring.

It only took a few minutes for people to learn to use the
Escritoire’s desk display with two-handed pen input. This
is impressive when one considers how long it takes to learn
to use a keyboard and mouse. The ultrasonic pen is easy
to grab and its operation is simple: it is just pressed down
onto the surface, moved, then lifted. Users found it easy
to use with the non-dominant hand. People could easily
make use of the large display area because they could survey
the whole thing at a glace to see which documents were
available, and could quickly reach out and drag one to the
fovea. Pen traces helped remotely collaborating users point
and gesture to each other.

Useful person-centred and task-centred collaboration us-
ing video, audio, and desk interaction could be conducted
over a standard ADSL connection. Two improvements that
could improve the experience are minimization of the pixel
data sent from server to client, possibly by using appropriate
compression, and some kind of quality of service guarantee
across the network.

There is currently much interest in miniature interfaces
for mobile devices and PDAs fuelled by advances in tech-
nologies such as small screens, batteries, and ubiquitous
networks. We believe that in fixed locations such as of-
fices and homes, where space and mobility are not limiting
factors, large-format interfaces will become popular. The
prevalence of multi-monitor systems indicates users’ ap-
petite for screen space. Projectors can be combined to cre-
ate large displays, and the Escritoire is an example of one
with a lower price and size than existing multi-projector dis-
play walls for visualization or presentations. The desktop
metaphor does not translate well to large displays, but the
ease of direct manipulation with pens makes it a good way
to control a desk-sized display. The Escritoire uses com-
modity components and exploits the existing manual skills
that people have to form a personal projected display for
performing the everyday tasks for which people use their
desks.
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